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Solace message routers unify many kinds of data movement so companies can efficiently and 

cost-effectively move all of the information associated with better serving customers and making 

smarter decisions. The Solace 3560 message router is the highest performance data movement 

technology available, with the capacity and robustness to support the most demanding enterprise 

messaging, big data, cloud computing and Internet of Things applications 

ñThe ELK Stackò is an integrated solution for persisting, querying and visualizing event log data 

built from a suite of technologies: Elasticsearch, Logstash and Kibana. This document shows how 

to deploy and configure this solution for monitoring Solace Message Bus Events via Syslog; how 

to configure Solace messaging routers to publish Solace monitoring events to the ELK deployment 

via the Syslog standard; and to introduce basic visualizations for monitoring the rich event streams 

that Solace Message Routers produce. 
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1 Overview  
The Solace Messaging Platform enables a rich set of configurable alerts that logged on each Solace messaging routes 

but can also be raised to standard SYSLOG services via TCP or UDP. The ELK stack is a common integrated solution 

of open source tools Elasticsearch indexing engine, Logstash transport normalizer and Kibana web-UI used to persist, 

query and visualize event-log data: 

 

By configuring Solace to log events to and ELK deployment, customized monitoring dashboards can be developed very 

quickly to provide visibility into the operational status of the Solace infrastructure. This document walks thru a sample 

setup based up the following products and versions: 

o Logstash 1.4.2ð2.1.0 

o Elasticsearch 1.4.0ð2.1.0 

o Kibana 3.1.2ð4.3.0 

o Apache www-server 2.0 (only for Kibana 3.x) 

1.1 Related Documentation 
These documents contain information related to the feature defined in this document 

Document ID and Hyperlink Document Name 

[Solace-Portal] Solace Developer Portal  

[Solace-FP] Solace Feature Provisioning Guide 

[Solace-MBEM] Solace Message Bus and Events Management 

[Solace-EREF] SolOS-TR  Event Reference Guide 

[Elasticsearch-REF] 

[Elasticsearch-DL] 

Elasticsearch reference docs & download 

[Logstash-REF] 

[Logstash-DL] 

Logstash reference docs & download 

[Kibana-REF] 

[Kibana-DL] 

Kibana reference docs & download 

Table 1 - Related Documents 

http://dev.solacesystems.com/
http://dev.solacesystems.com/docs/messaging-platform-feature-guide
https://sftp.solacesystems.com/Portal_Docs/#page/Message_Bus_and_Events_Management/About_This_Document.html
https://sftp.solacesystems.com/Portal_Docs/#page/SolOS-TR_Event_Reference_Guide/doc_start_event_ref.html
https://www.elastic.co/guide/index.html
https://www.elastic.co/downloads/elasticsearch
https://www.elastic.co/guide/en/logstash/current/index.html
https://www.elastic.co/downloads/logstash
https://www.elastic.co/guide/en/kibana/current/index.html
https://www.elastic.co/downloads/kibana
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2 Why Solace  
Solace technology efficiently moves information between all kinds of applications, users and devices, anywhere in the 

world, over all kinds of networks. Solace makes its state-of-the-art data movement capabilities available via hardware 

and software ñmessage routersò that can meet the needs of any application or deployment environment. Solaceôs 

unique solution offers unmatched capacity, performance, robustness and TCO so our customers can focus on seizing 

business opportunities instead of building and maintaining complex data distribution infrastructure. 

Superior Performance  

Solaceôs hardware and software messaging middleware products can cost-effectively meet the performance needs of 

any application, with feature parity and interoperability that lets companies start small and scale to support higher 

volume or more demanding requirements over time, and purpose-built appliances that offer 50-100x higher 

performance than any other technology for customers or applications that require extremely high capacity or low 

latency. 

Robustness  

Solace offers high availability (HA) and disaster recovery (DR) without the need for 3rd party products, and fast failover 

times no other solution can match. Distributing data via dedicated TCP connections ensures an orderly, well-behaved 

system under load, and patented techniques ensure that the performance of publishers and high-speed consumers is 

never impacted by slow consumers. 

Simple Architecture  

Modern enterprises run applications that demand many kinds of data movement such as persistent messaging, web 

streaming, WAN distribution and cloud-based communications. By supporting all kinds of data movement with a unified 

platform that can be deployed as a small-footprint software broker or high-capacity rack-mounted appliance, Solace lets 

architects design an end-to-end infrastructure thatôs easy to build applications for, integrate with existing technologies, 

secure and scale. 

Simple Operations  

Solaceôs solution features a shared administration framework for all kinds of data movement, deployment models and 

network environments so itôs easy for IT staff to deploy, monitor, manage and upgrade their Solace-based messaging 

environment. 

Cost Savings  

Solace reduces expenses with high-capacity hardware, flexible software, and the ability to deploy the right solution for 

each problem. Solaceôs support for many kinds of messaging lets you replace multiple messaging products with just 

one, built-in HA, DR, WAN and Web functionality eliminate the need for third-party products. 
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3 Solace Event Monitoring  
The Solace Messaging Platform contains a wealth of configurable alert triggers and other monitorable events which 

together provide unparalleled transparency into the health and performance of your middleware ecosystem. Triggers 

can be configured for almost all entities that can be configured on the router including: 

o Client usernames and client profiles 

o Persistent queues, topic endpoints and non-durable endpoints 

o Message-VPN and resources scoped within message-VPNs  

o Network interface thresholds 

o Persistent message-spool thresholds 

o Etc. 

Events are triggered for changes in state of the platform, such as: 

o Network link state 

o Network routing 

o HBA-link state 

o HA Redundancy state 

o DR Replication state 

o Etc. 

 In the Solace hardware appliance, all this processing occurs in a separate, dedicated hardware management-plane 

allowing eventing to occur reliably without impacting or being impacted by the messaging data-plane. Details about 

configuring Solace Threshold Triggers see [Solace-MBEM] Chapter 2. 

These events are logged on each Solace Messaging Router in ISO-standard Syslog format. Thus, each event is 

normalized to contain several Syslog standard fields: 

o ISO 8601 UTC timestamp 

<YYYY>- <MM>- <DD> T <HH>:<mm>:<SS> + <HHHH>  

o Standardized Severity level 

Severity Message Tag Meaning  

Emergency EMER System is unusable 

Alert ALERT Action must be taken immediately 

Critical CRIT Critical conditions 

Error ERROR Error conditions 

Warning WARN Warning conditions 

Notice NOTICE Normal but significant condition 

Info INFO Informational message 

Debug DEBUG Debug-level messages 

Table 2 - Syslog Severity Levels 
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o Standardized event facility 

o Standardized event source identification 

o Application-specific message payload that can be further structured by platforms like Solace 

For more information about Solace Message Bus Events, see [Solace-EREF]. 

Syslog standard defines how Syslog events can be logged remotely to external Syslog facilities as well. By forwarding 

Solace Syslog events to external event stores via such a well-established standard, several challenges and questions 

about how to normalize data and transport are solved immediately. 
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4 Setup Syslog  Monitoring via ELK  

4.1 Setup Summary 
The following components must be installed and setup for this solution: 

o Logstash 

o Configuration to accept Syslog connections via TCP 

o Additional Grok patterns for Solace event logs installed 

o Configuration to forward normalized JSON records to Elasticsearch 

o Elasticsearch 

o Enable cross-site scripting 

o Kibana installed one of two ways: 

o HTTP Server with Kibana 3.x.x installed under document-root 

Á Edit the configs.js  to point to the Elasticsearch web-service IP and port 

o Kibana 4.x.x with builtin webserver 

Á Edit the configs/kibana.yml  to point to the Elasticsearch web-service IP and port 

o When all these components are installed, Solace should be configured to log event facilities to the Logstash 

instance via Syslog. 
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4.2 Setting Up Solace 
Setting up Solace to log Syslog events externally is extremely easy. The following steps log all categories of events via 

TCP: 

solace > enable  

solace # configure  

( configs )# create syslog <name>  

(config /syslo g)# host < syslog - server - IP> transport tcp  

(config /syslog )# facility event  

This command can momentarily disrupt command and event logging, resulting in discarded 

logs  

Do you want to continue (y/n)? y  

(config /syslog )# facility system  

This command can momenta rily disrupt command and event logging, resulting in discarded 

logs  

Do you want to continue (y/n)? y  

(config /syslog )# facility command  

This command can momentarily disrupt command and event logging, resulting in discarded 

logs  

Do you want to continue (y/n)? y  

(config/syslog)#  

 

For more information about setting up Syslog forwarding, see [Solace-MBEM] Chapter 3. 

4.3 Setting Up ELK 
Instructions to setup Logstash, Elasticsearch and Kibana are below. 

4.3.1 Setup Logstash 

It is recommended that Logstash be installed on the same server as Elasticsearch. 

4.3.2 Configuring Connectivity 

Configuring Logstash to bind to the Syslog port and accept connections is done in the óinputô section of the Logstash 

configuration file: 

input  {  

  tcp {  

    port => "514"  

    type => syslog  

  }  

}  
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Configuring Logstash to forward output to Elasticsearch is done in the óoutputô section. In this example, it is being 

configured to forward to Elasticsearch on the same server via itôs default port: 

output  {  

  elasticsearch {  

    host => localhost  

  }  

}  

 

4.3.3 Configuring Filtering and Normalization 

In between gathering the Syslog data from Solace and forwarding it to Elasticsearch, Logstash supports powerful 

filtering and data conversion capabilities; the default mode is to convert entries to JSON records. But without any 

customization the JSON records simply consist of fields for type, timestamp and the full syslog event text. Events can 

be further broken down into individual fields via the Grok pattern-matching plugin. Grok comes with several builtin 

patterns for well-known formats (hosts, IPs, timestamps, syslog facility, etc.) and you can add your own to the system 

by adding files with patterns into the l ogstash/patterns/  directory. The more granularly that records can be 

broken down, the more information is available for indexing and retrieval when added to Elasticsearch. 

Solace has built a catalog of patterns for Solace Syslog entries and a standard Logstash configuration file utilizing 

them; these can be found in the Appendices. The additional structure of records that is available by applying the Solace 

patterns can be seen in an example record: 
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Record before Solace Patterns 

{  

  "messageò : "<142>Nov 20 13:07:25 demo- tr admin[4970]: SEMP/mgmt   38.108.247.86   admin   

13:07:25  13:07:25  ok       show message - spool vpn - name=AIM",  

  "@versionò : "1", 

  "@timestampò : "2014- 11-20T19:13:06.469Zò, 

  "type"  :  "syslogò 

}  

Record After Solace Patterns 

{  

  "@versionò : "1", 

  "@timestampò : "2014- 11-20T19:13:06.469Zò, 

  "typeò : "syslogò, 

  "hostò : "192.168.130.60:35157", 

  "syslog_timestamp" : "Nov 20 13:07:25",  

  "syslog_hostname" : "demo - tr",  

  "syslog_userid" : "admin",  

  "syslog_pid" : "4970",  

  "solace_client_address" : "38.108.247.86",  

  "solace_cmd_source" : "SEMP",  

  "solace_cmd_s tart_time" : "13:07:25",  

  "solace_cmd_end_time" : "13:07:25",  

  "solace_cmd_status" : "ok",  

  "solace_message" : "show message - vpn vpn - name=AIM",  

  "solace_event_id" : "MGMT_SEMP",  

  "solace_scope" : "MGMT",  

  "syslog_severity_code" : 6,  

  "syslog_facilit y_code" : 17,  

  "syslog_facility" : "local1",  

  "syslog_severity" : "informationalò 

}  
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Hereôs an example configuration which filters for Syslog input then parses it via the defined SYSLOG_EVENT_LOG 

pattern: 

input  {  

  tcp {  

    port => "514"  

    type => sys log  

  }  

}  

filter {  

  if [type] == "syslog" {  

    grok {  

      match => { "message" => "%{SOLACE_EVENT_LOG}" } 

    }  

    syslog_pri {}  

  }  

}  

output  {  

  if [type] == "syslog" and "_grokparsefailure" in [tags] {  

    file { path => "./logs/failed_syslog_events .log" }  

  }  

  elasticsearch {  

    host => localhost  

  }  

}  

 

If you are binding Logstash to port 514 to accept Syslog connections, then you must start it as 

root because 514 is in the privileged port range. 

4.3.4 Setup Elasticsearch 

Although Elasticsearch has the most powerful and subtle capabilities of these applications, it is the simplest to initially 

configure; simply add the following two lines to the elasticsearch/config/elasticsearch.yml  config file 

to enable cross-site scripting. This enables Kibana web-applications to query data from the elasticsearch server: 

http.cors.allow -ÏÒÉÇÉÎƙ ƧƳƚǉƳƨ 

http.cors.enabled: true  

 



Solace Event Monitoring With Elasticsearch ELK  

 

                                                                                                                                                                                 12 

 

4.4 Validate Event Flow to Elasticsearch 
At this point, with Elasticsearch running, Logstash listening on port 514 and Solace configured to log events to the 

Logstash server, it is first possible to validate that Elasticsearch is processing requests by querying the REST API 

(assuming it is running on the default port, 9200): 

Linux% curl 'http://192.168.56.105:9200/_search ?pretty'  

{  

 "took" : 1,  

 "timed_out" : false,  

 "_shards" : {  

  "total" : 0,  

  "successful" : 0,  

  "failed" : 0  

 },  

 "hits" : {  

  "total" : 0,  

  "max_score" : 0.0,  

  "hits" : [ ]  

 }  

}  

 

The above output indicates that Elasticsearch is accepting queries, but has not yet indexed any data. As data is 

indexed and becomes available that should be reflected in the output: 

Linux% curl 'http://192.168.56.105:9200/_search?pretty'  

{  

  "took" : 9,  

  "timed_out" : false,  

  "_shards" : {  

    "total" : 5,  

    "successful" : 5,  

    "failed" : 0  

  },  

  "hits" : {  

    "total" : 23,  

    "max_score" : 1.0,  

    "hits" : [ {  

      "_index" : "logstash - 2015.12.01",  

      "_type" : "syslog",  

      "_id" : "AVFcT0wNk30lHpwXUuVU",  

      "_score" : 1.0,  
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      "_source":{"message":"<158>Dec  1 15:29:04 nt - roch - vmr event: CLIE NT: ...  

       ...  

       ...  

    } ]  

  }  

}  

4.4.1 If No Records Are Available 

1. Assuming you are detecting parse failures and writing them to a logfile (see sample 

configuration above), you can check logstash for events that failed due to a pattern or filter 

issue; these entries are logged to the logstash/ logs/ f ailed_syslog_events.log  file 

2. To check if logstash is accepting external connections, telnet to the IP address port 514 to 

check for a prompt: 

xenakis:~ $ telnet 192.168.56.205 514  

Trying 192.168.56.205...  

Connected to 192.168.56.205.  

Escape character is '^]'.  

^]  

telnet> quit  

Connection closed.  

 

4.4.2 Setup Kibana 3.1.x 

It is assumed that there is an existing HTTP server installed and running. Kibana is an HTML5/Javascript application so 

deployment is as easy as unpacking the distribution into the HTTP document root, then pointing the configs.js file at the 

Elasticsearch server:port so that it can be reached via browser sessions: 

define(['settin gs'],  

function (Settings) {  

  return new Settings({  

    ...  

    elasticsearch: "http://<elasticsearch - ip>:9200",  

    ...  

  });  

});  
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When the webserver is running and Kibana distribution is available under document root, it should be available to users 

via web-browsers at http://<webserver - ip>:<web - port>/path/to/kibana/  

4.4.3 Kibana 4.x.x 

Kibana 4 comes with a builtin webserver so does not need to be installed under an existing HTTPD server, so running it 

is significantly easier. The Elasticsearch URL defaults to http://localhost:9200 , so if that fits your case thereôs 

no need to modify the Kibana configuration, but if it doesnôt thereôs a Kibana properties configuration file available in 

configs/kibana.yml : which also allows you to configure the port for the Kibana web-server and several other 

useful properties: 

# Kibana is served by a back end server. This controls which port to use.  

# server.port: 5601  

# The host to bind the server to.  

# server.host: "0.0.0.0"  

# A value to u se as a XSRF token. This token is sent back to the server on each request  

# and required if you want to execute requests from other clients (like curl).  

# server.xsrf.token: ""  

# If you are running Kibana  behind a proxy, and want to mount it at a path,  

# specify that path here. The basePath can't end in a slash.  

# server.basePath: ""  

# The Elasticsearch instance to use for all your queries.  

elasticsearch.url: http://localhost:9200  

...  

 

Then simply start the Kibana server process, <kibana - 4.x.x>/bin/kibana  and point a web browser at the 

configured port: http://<kibana - server>:5601/ .  

4.5 Creating Dashboards 
The following steps show how to create a Kibana Dashboard for monitoring Solace Syslog events from just a few basic 

components. It is only meant as an example and should not be considered a complete or exhaustive monitoring 

solution. By the end of this document you should have a Dashboard that looks something like this: 

http://localhost:9200/
http://localhost:9200/
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4.6 Testing the Kibana-Elasticsearch Integration 
If no modifications to Elasticsearch or the Kibana data mappings have been done, a default index will be created for the 

Solace syslog records which is pretty good.  

4.7 Validating Data 
The óDiscoverô tab on the Kibana front end is the place to test searches and validate that data is visible. Most 

commonly, the search will identify a set of indexes (ólogstash-*ô by default), and include everything via a catch-all 

wildcard: 
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One thing to note is that several of the text fields are indexed as two discrete entities, one form analysed for full-text 

retrieval and another órawô to be used as a token only in Kibana. These are fields that would contain a bounded range of 

values like identifiers, where full-text search is not needed. Some examples: 

Full-Text Analyzed Field Raw Field Data Range 

syslog_severity  syslog_severity.raw  Critical  

Error  

Warning  

Notice  

Informational  

solace_event_id  solace_event_id.raw  CLIENT_CLIENT_CONNECT 

VPN_VPN_STATE_CHANGE 

SYSTEM_AD_MSG_SPOOL_HIGH 

 When adding data-driven visualizations to Kibana dashboards, the best practice is to use the órawô versions of fields 

(see examples below). 

4.8 Adding Visualizations 
Monitoring tools first and foremost must support quick and powerful filtering capabilities to allow operations teams to 

quickly identify problems and zoom in on their details. 

To support that, Kibana visualizations are most commonly used to present aggregations that can be clicked to 

immediately filter to that subset of events. For example, a pie chart with each section representing the proportion of 

events for each Severity level can be clicked to filter the dashboard down to just the events of Error level, then each of 

the Error level event can be viewed in full detail. 

A typical dashboard should always include the following items to provide support for quick filtering by several important 

fields: 

1. Log events histogram 

Shows an overall health level and quick filtering mechanism so the operations team can 

filter based on a time window surrounding an event with one click 

2. Event severity breakdown 

Shows aggregation of #-events per severity level and allows operations team to quickly 

filter on Critical or Error level events 

3. Message-VPN events breakdown 

Shows aggregation of #-events per message-VPN to identify high-traffic or potentially 

problematic virtual brokers 

4. Event ID breakdown 

Aggregates and displays the most common type of events allowing quick filtering per event 

type 

5. Event detail table 

A table populated by all the events meeting the current filtering criteria allowing quick 

drill -down into event details after filtering down to just the set of events that are of interest 
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4.8.1 Log Events Histogram 

 

1. Click the Visualize tab, select the Area Chart, and your óEverythingô search from saved 

searches 

2. The Y-axis defaults to aggregating on Count, so leave this as is 

3. The X-axis requires an aggregation so select Date Histogram (which will default to using 

the timestamp field) 

4. Validate the configuration works by clicking the óApplyô button  

 

If no data displays, check the time window you are searching over, which is located in the 

far upper right corner of the UI:  

broaden or narrow the search window to one you know contains 

data. 

5. Click the Save icon  to save the visualization; this saved visualization can then be 

dropped into Dashboards 
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4.8.2 Event Severity Pie Chart 

 

1. Click the Visualize tab, select the Pie Chart, and your óEverythingô search from saved 

searches 

2. The Slice Size defaults to aggregating on Count, so leave this as is 

3. Configure the Bucket aggregation to aggregate on Terms, which requires configuring a 

Field on which to gather the values 

4. Configure the Field to syslog_severity.raw  ï being sure to choose the raw value for 

efficiency 

5. Validate the configuration works by clicking the óApplyô button  

 

6. Click the Save icon  to save the visualization; this saved visualization can then be 

dropped into Dashboards 
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4.8.3 Message-VPN Pie Chart 

 

Follow the same steps as above for the Severity Pie Chart, but select the solace_vpn.raw  field 

for Bucket aggregation. This allows you to filter the dashboard to just events occurring in on 

message-VPN with one click. 

 

4.8.4 Event ID Breakdown 

 

1. Click the Visualize tab, select the Data Table, and your óEverythingô saved search 

2. Follow the steps above for configuring Bucket Aggregation on a Term as it is the same as 

for pie charts 

3. Configure aggregation on the Field solace_event_id .raw  ï being sure to choose the raw 

value for efficiency 

4. Validate the configuration works by clicking the óApplyô button  



Solace Event Monitoring With Elasticsearch ELK  

 

                                                                                                                                                                                 20 

 

 

5. Click the Save icon  to save the visualization; this saved visualization can then be 

dropped into Dashboards 

 

4.8.5 Event Detail Data Table 
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1. create a saved search identifying the fields in the table by identifying fields for records you 

want to display in your dashboard by selecting them from the list of Available Fields in the 

left-side column. The list should include [syslog_severity, solace_vpn, 

solace_event_id, solace_message ]. Adding the fields modifies the table in your 

Discover display by adding a column for each field: 

  

 

2. Click the Save icon  to save this Search for use in Visualizations. 

3. Switch to the Dashboard view by clicking on the Dashboard tab. 

4. Create a Data Table in the Dashboard based on the saved search. 

 

In the Dashboard tab, select the Add Visualization icon , switch to the Searches tab and 

select your saved search: 

 

The data table will be added to your dashboard and will populate with all the records matching the current filter. 

The above Visualization examples are only meant to be a starting point; they certainly not the most interesting or useful 

visualizations available in Kibana. The provide the basic building blocks from which more powerful tools can be built. 

 


